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We first solve the problem for N = 2 case. This case is most important to understand.

1 The problem for N = 2 case

Let T1 and 7% be independent random variables with

P(Ty>t)=P(Ty>t)=e ", t>0,

for some « > 0. Define U; and Us by
U1 = T(l) and UQ = T(Q) - T(l),

where*!

Ty = min(T1,T2) and T{9) = max(T1,T5). (1)

The problem is to show that U; and Us are independent, and
PU >t)=e2 PUy>t)=e ™,

2 Preliminaries

See the slides p.26 to p.29 (or any book on probability) for relevant definitions.
The distribution function F'(t) of T; (i = 1,2) is
F(t)y=P(T; <t)
=1—-P(T; > 1)

=1—e

*1 The random variable min(77,7%) should be interpreted as the function w +— min(T} (w), T>(w)). Refer
to the slide p.26 for the definition of random variables. The same applies to max(71,7%).



for ¢ > 0. This distribution is called the exponential distribution. Its density function is

dF(t)
dt

—at

ft) =

= e

The joint density function of T and 75 is, by independence,

f(ti,t2) = f(t1) f(t2)

—atl —Ottg

= ae ae

We use the following two facts as mentioned in the lecture.

Lemma 1. Let 71 and 75 be independent and identically distributed random variables with
a density function f(t). Define T(;y and T{9) by Equation (1). Then the joint density function
of T(l) and T(2) is

2f(t1)f(t2) ift <to,
I10y.T) (1, t2) = { 0 if t1 > to.

Proof. Fix t1 < t3. Consider two intervals J = [t; — ,t1 + ] and K = [ty — 0, t2 + d] for small
6 > 0 such that JN K = (. Then

P(T(l)EJ T(2)€K) T1€J TQGK)—I-PTlGK TQEJ)

// F(t1,ts dtldt2+/ /f t1, to)dtydts
:/J/Kf(tl)f(tg)dtldtg+/K/Jf(t1)f(t2)dt1dt2
:/}/}<2f(t1)f(t2)dt1dt2.

Since § is arbitrary, we deduce that the joint density of (T(1y,T{(2)) at (t1,t2) is 2f(t1)f(t2)
whenever ¢; < t5. The joint density is zero if t; > t2 since T(1) < T{2) by definition. O

Lemma 2 (Change of variables formula). Let (X7, X2) be a random vector with the joint
density function f(x1,2), and 1 : R> — R? be a one-to-one map. Define a random vector

(YleQ) by
(X1, X2) = (Y1, Ya),

or equivalently (Y7,Y3) =¥~ 1(X1, X3). Then the density function g(y1,y2) of (Y1,Y3) is

8(901,:62)

9(y1,92) = f(¥(y1,y2)) ‘ O(y1,y2)

where | - | denotes the determinant and

M:<3x1/3y1 3$1/8y2>
0(y1,y2) 0x2/0yy 0x2/0y2 )"



Proof. For any subset A C R?, we have
P((Y1,Y2) € A) = P((X1, X2) € ¥(A))

= f(x1, x9)dxides

¥(A)
O(x1, z2)
= , — | dy1d
/Af(¢(y1 y2)) ’ Byr,ya) | 1992
by the change of variables formula for integration. This implies the result. O

3 The solution for N = 2 case

By Lemma 1, the joint density function of ({1, T(2)) is
Ir, 1) (t1,t2) = 2f (t1) f(t2)

— 2a26—at16—at2

if t1 < to, and 0 otherwise.
Next we derive the joint density function g(uy,u2) of Uy = T{y) and Us = T(9) — T(1) by

using Lemma 2. As we can write

Tay=Us, T =U+Uy,

we define the map ¢ by
(t1,t2) = ¥(u1,u2) = (u1,u1 + u2).

16 91

g(u1,u2) = fr 7 (U1, u1 + u2)

The Jacobian is

‘ A(t1,t2)
8(u1, ’LL2)

Thus we obtain

—auy ,—a(ur+tus)

= 2a°%¢

— (2a€—2au1)(ae—a1Q)

e

if uy,ug > 0, and g(uy,us) = 0 otherwise. This implies that U; and Us are independent, and
their marginal density functions are

—2au aul

91(u1) = 2ae and  ga(uz) = ae™ ",

respectively, since fooo gi(u;)du; =1 for i = 1, 2. Finally, we have

oo [e.e]
PU, >t) = / 20e 2 dyy = e 2 P(Uy > t) = / ae” "2 duy = e,
t t



4 Remark

The distribution of U; is easy to obtain:

P(U; >t)=P(Tu) > 1)
= P(min(7y,T») > t)
=P(Ty >t, Ty > t)
= P(Ty > t)P(T> > t) (by independence)
_ o—aty—at
= e 2,

This method was not mentioned in the lecture.

We obtain the conditional distribution of Us given U in a similar way. However, it needs a

careful treatment on conditional probability and is omitted here.

The rest is about the solution for general IN. It is not necessary to understand completely.

Don’t be afraid!

5 The problem (for general N)
Let T1,...,TxN be independent random variables with

P(T, >t)=e"*, t>0,

for some « > 0. Define Uy,..., Uy by

U = T(l)a Un = T(n) - T(n—l)a n =2,

where T{,) denotes the n-th smallest value in Ti,...,Tv. The random variables T{y), . ..

are sometimes called the order statistics of Ty,...,Tn.

The problem is to show that Uy,...,Uy are independent and that

P(U, > t) = "W -n#Deat

form=1,...,N.

Ty



6 Solution (for general N)

The joint density function f(t1,...,tx) of Th,...,Tn is, by independence,

ft1,...,tn)

I
=
=
s

We use the following two lemmas as in the N = 2 case. The proof is similar and omitted.

Lemma 3. Let T1,...,TxN be independent and identically distributed random variables with
a density function f(¢). Then the joint density function of the order statistics T(y),...,T(n)
is given by*?
N!HN_ f(t ) ifty <to <+ <ty
thy. o ty) = n=1Jtn ’
fT(l)’---’Tw)( 1ot { 0 otherwise.
Lemma 4. Let X = (X1q,...,Xy) be a random vector with the joint density function f(x),

and 1 : RY — R¥ be a one-to-one map. Define a random vector Y = (Y1,...,Yy) by
X =9y(Y).
Then the joint density function g(y) of Y is

oz
oy

9(y) = f(¥(y))

By Lemma 3, the joint density of T,)’s in our problem is

N
FTiy Ty (b1 -y ty) = NUT T £ (tn)
n=1

N
= N! H ae” ¥tn
n=1

ift1 <--- <tpn, and 0 otherwise.

Next we derive the joint density function g(uq,...,un) of U,’s by using Lemma 4. As we

n
Ty = Y Us,
k=1

can write

*2 The factorial N! comes from the number of permutations of N distinct real numbers.



we define the map ¢ : RN — RY by
Y(ug,...,un) = (ug,ug +ug,...,u1 + -+ un).

The Jacobian determinant is shown to be 1. Therefore

g(ul, e UN) = fT(l)"'~7T(n) (Ul, U+ U2, ..., U+ F UN)
N
= NI H ae~ @ Eisyui
k=1
N
— NI H ae—(N—l—l—n)aun
n=1
N
H N—i—l—noze (N+1—n)au, (3)
if uy,...,uny >0, and g(uq,...,un) = 0 otherwise. The reason why the factorial N! is shared
as Equation (3) is to make each factor a density function. Equation (3) shows that Uy, ...,Uy

are independent, and the density function of U,, for each n is

(N +1— n)ae—a(N-ﬁ—l—n)un.
Finally, we have

P(Un > t) - / (N —|— 1 — n)aef(N“Fl*n)aundun
t

6—(N+1—n)at

for each n. O



